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1 Rearrangements

We recall in the present Section and in the next one some basic de�nitions and properties on rear-
rangements and rearrangement-invariant spaces. We refer to [BS] for a comprehensive treatment
of these topics.

Let (R, ν) be a σ-�nite, non-atomic measure space. In most of our applications, R will just be
an open subset of Rn, n ≥ 1, and ν the Lebesgue measure.
We de�ne

M(R, ν) = M(R) = {u : R → [−∞,∞] : u is ν-measurable}.

We also set
M+(R, ν) = M+(R) = {u ∈ M(R) : u ≥ 0},

and
M0(R, ν) = M0(R) = {u ∈ M(R) : u is �nite a.e. in R}.

De�nition 1.1 [Distribution function] Let u ∈ M(R). The distribution function µu : [0,∞) →
[0,∞] of u is de�ned as

(1.1) µu(t) = ν({x ∈ R : |u(x)| > t}) for t ≥ 0.

De�nition 1.2 [Decreasing rearrangement] Let u ∈ M(R). The decreasing rearrangement
u∗ : [0,∞) → [0,∞] of u is de�ned as

(1.2) u∗(s) = sup{t ≥ 0 : µu(t) > s} for s ∈ [0,∞),

(with the convention that sup ∅ = 0).

Note that u∗ is the generalized right-continuous inverse of µu.

One has that u∗(s) = 0 if s ≥ ν(R).
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De�nition 1.3 [Equimeasurable functions] Two functions u ∈ M(R1, ν1) and v ∈ M(R2, ν2)
are said to be equimeasurable, or equidistributed, if µu(t) = µv(t) for t ≥ 0.

Remark 1.4 Equation (1.2) entails that

(1.3) µu∗(t) = µu(t) for t ≥ 0.

Indeed,
{u∗ > t} = [0, µu(t)).

Thus, u and u∗ are equimeasurable functions. In particular, u∗ is the unique non-increasing right-
continuous function in [0,∞) equimeasurable with u.

Assume that ν(R) < ∞. Then the signed decreasing rearrangement u◦ : [0, ν(R)] → [−∞,∞] is
given by

(1.4) u◦(s) = sup{t ∈ R : ν({u > t}) > s} for s ∈ [0, ν(R)].

The function u◦ is equimeasurable with u. Moreover, on setting

u+ =
|u|+ u

2
and u− =

|u| − u

2
,

the positive and negative parts of u, respectively, one has that

(1.5) u◦(s) = u∗+(s)− u∗−(ν(R)− s) for a.e. s ∈ [0, ν(R)].

Proposition 1.5 [Properties of rearrangements] Let u, v ∈ M0(R), {uk} ⊂ M0(R), and
λ ∈ R. Then:
(i) If |v| ≤ |u| a.e., then v∗ ≤ u∗.

(ii) (λu)∗ = |λ|u∗ .
(iii) (u+ v)∗(s1 + s2) ≤ u∗(s1) + v∗(s2) for s1, s2 ≥ 0.

(iv) If |un| ↗ |u| a.e., then u∗n ↗ u∗.

(v) u∗(µu(t)) ≤ t and u∗(µu(t)
−) ≥ t if µu(t) <∞.

(vi) µu(u
∗(s)) ≤ s and µu(u

∗(s)−) ≥ s if u∗(s) <∞.

(vii) If ϕ : [0,∞] → [0,∞] is increasing and continuous, then

(1.6) ϕ(|u|)∗ = ϕ(u∗).

Proposition 1.6 [Invariance of integrals] Let u ∈ M(R), and let ϕ : [0,∞] → [0,∞] be
non-decreasing. Then

(1.7)

∫
R
ϕ(|u(x)|) dx =

∫ ∞

0

ϕ(u∗(s)) ds

and

(1.8) ess supx∈R|u(x)| = sup
s≥0

u∗(s) = u∗(0).
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Proof. Let us assume, for simplicity, that ϕ is left-continuous, the general case requiring just few
modi�cations. We have that

ϕ(t) = ϕ(0) +

∫
[0,t)

dϕ(τ) for t ≥ 0.

Thus, by Fubini's theorem,∫
R
ϕ(|u(x)|) dν(x) =

∫
R

(
ϕ(0) +

∫
[0,|u(x)|)

dϕ(τ)

)
dν(x) =(1.9)

= ϕ(0)ν(R) +

∫ ∞

0

(∫
R
χ[0,|u(x)|)(τ)dν(x)

)
dϕ(τ)

= ϕ(0)ν(R) +

∫ ∞

0

µu(τ)dϕ(τ).

An analogous chain with u replaced with u∗ yields∫ ∞

0

ϕ(u∗(s)) ds = ϕ(0)ν(R) +

∫ ∞

0

µu∗(τ)dϕ(τ).

Hence, equation (1.7) follows, since µu = µu∗ .
By the latter equation,

ess supx∈R|u(x)| = sup
s≥0

u∗(s) = u∗(0),

whence (1.8) follows.

Corollary 1.7 [Invariance of Lp norms] Let p ∈ (0,∞] and let u ∈ Lp(R). Then

(1.10) ∥u∥Lp(R) = ∥u∗∥Lp(0,∞).

Theorem 1.8 [Hardy-Littlewood inequality] Let u, v ∈ M(R). Then

(1.11)

∫
R
|u(x)v(x)| dν(x) ≤

∫ ∞

0

u∗(s)v∗(s) ds .

Proof. Denote by χE the characteristic function of a set E. We have that

(1.12) |u(x)| =
∫ ∞

0

χ{|u|>t}(x)dt for x ∈ R,

and, similarly,

(1.13) u∗(s) =

∫ ∞

0

χ{u∗>t}(s)dt for s ≥ 0.

From (1.12)- (1.13) and their analogues for v and v∗ we obtain, via Fubini's theorem,∫
R
|u(x)v(x)| dν(x) =

∫
R

(∫ ∞

0

χ{|u|>t}(x)dt

)(∫ ∞

0

χ{|v|>τ}(x)dτ

)
dν(x)(1.14)

=

∫ ∞

0

∫ ∞

0

(∫
R
χ{|u|>t}(x)χ{|v|>τ}(x)dν(x)

)
dτdt

=

∫ ∞

0

∫ ∞

0

(∫
R
χ{|u|>t}∩{|v|>τ}(x)dν(x)

)
dτdt

=

∫ ∞

0

∫ ∞

0

ν({|u| > t} ∩ {|v| > τ})dτdt ,
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and ∫ ∞

0

u∗(s)v∗(s) ds =

∫ ∞

0

(∫ ∞

0

χ{u∗>t}(s)dt

)(∫ ∞

0

χ{v∗>τ}(s)dτ

)
ds(1.15)

=

∫ ∞

0

∫ ∞

0

(∫ ∞

0

χ{u∗>t}(s)χ{v∗>τ}ds

)
dτdt

=

∫ ∞

0

∫ ∞

0

min{µu(t), µv(τ)}dτdt .

Since
ν({|u| > t} ∩ {|v| > τ}) ≤ min{µu(t), µv(τ)} for t, τ > 0,

inequality (1.11) follows from (1.14) and (1.15).

De�nition 1.9 [Maximal function of the rearrangement] Given u ∈ M(R), the function
u∗∗ : (0,∞) → [0,∞] is de�ned as

(1.16) u∗∗(s) =
1

s

∫ s

0

u∗(r) dr for s > 0.

Proposition 1.10 Let u ∈ M(R). Then

(1.17) u∗∗(s) =
1

s
sup

{∫
E

|u(x)|dν(x) : |E| = s

}
for s > 0.

Proposition 1.11 Let u, v ∈ M0(R). Then

(1.18) (u+ v)∗∗(s) ≤ u∗∗(s) + v∗∗(s) for s > 0.

2 Rearrangement invariant spaces

Let L ∈ (0,∞]. We say that a functional ∥ · ∥X(0,L) : M+(0, L) → [0,∞] is a function norm, if, for
all f , g and {fj}j∈N in M+(0, L), and all λ ≥ 0, the following properties hold:

(P1) ∥f∥X(0,L) = 0 if and only if f = 0; ∥λf∥X(0,L) = λ∥f∥X(0,L);

∥f + g∥X(0,L) ≤ ∥f∥X(0,L) + ∥g∥X(0,L);

(P2) f ≤ g a.e. implies ∥f∥X(0,L) ≤ ∥g∥X(0,L);

(P3) fj ↗ f a.e. implies ∥fj∥X(0,L) ↗ ∥f∥X(0,L);

(P4) ∥χE∥X(0,L) <∞ if E ⊂ (0, L), with |E| <∞;

(P5)
∫
E
f(s) ds ≤ C∥f∥X(0,L) if E ⊂ (0, L) with |E| <∞, for some constant C = C(X,E).

If, in addition,
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(P6) ∥f∥X(0,L) = ∥g∥X(0,L) whenever f
∗ = g∗,

we say that ∥ · ∥X(0,L) is a rearrangement-invariant function norm.
With any rearrangement-invariant function norm ∥ · ∥X(0,L), it is associated another functional

on M+(0, L), denoted by ∥ · ∥X′(0,L), and de�ned, for g ∈ M+(0, L), as

∥g∥X′(0,L) = sup
f≥0

∥f∥X(0,L)≤1

∫ L

0

f(s)g(s) ds.

It turns out that ∥ · ∥X′(0,L) is also a rearrangement-invariant function norm, which is called
the associate function norm of ∥ · ∥X(0,L).

Given a rearrangement-invariant function norm ∥·∥X(0,ν(R)), the rearrangement-invariant space
X(R, ν) is de�ned as the collection of all functions u ∈ M(R, ν) such that the expression

(2.1) ∥u∥X(R,ν) = ∥u∗∥X(0,ν(R))

is �nite.

Theorem 2.1 The functional ∥ · ∥X(R,ν) is actually a norm, under which X(R, ν) is complete.
Hence, X(R, ν) is a Banach space. Moreover, X(R, ν) ⊂ M0(R, ν) for any rearrangement-
invariant space X(R, ν).

If R = (0, L) for some L ∈ (0,∞], and ν is the Lebesgue measure, we denote X(R, ν) simply
by X(0, L).

The space X(0, ν(R)) is called the representation space of X(R, ν).
If R is a subset of Rn, we also denote by Xloc(R, ν) the space of all functions u ∈ M(R, ν)

such that uχG ∈ X(R, ν) for every compact set G ⊂ R.
The rearrangement-invariant space X ′(R, ν) built upon the function norm ∥·∥X′(0,ν(R)) is called

the associate space of X(R, ν). It turns out that X ′′(R, ν) = X(R, ν). Furthermore, the Hölder
type inequality

(2.2)

∫
R
|u(x)v(x)| dν(x) ≤ ∥u∥X(R,ν)∥v∥X′(R,ν)

holds for every u ∈ X(R, ν) and v ∈ X ′(R, ν).
The notation

X(R, ν) → Y (R, ν)
means thatX(R, ν) ⊆ Y (R, ν), and the identity map is a bounded (linear) operator.

For any rearrangement-invariant spaces X(R, ν) and Y (R, ν), we have that

(2.3) X(R, ν) → Y (R, ν) if and only if Y ′(R, ν) → X ′(R, ν),

with the same embedding norms.
Given any λ > 0, the dilation operator Eλ, is de�ned at a function f ∈ M(0, L) as

(Eλf)(s) =

{
f(λ−1s) if 0 < s ≤ λL

0 if λL < s < L.

The operator Eλ is bounded on any rearrangement-invariant space X(0, L), with norm not ex-
ceeding max{1, 1

λ
}; namely

∥Eλf∥X(0,L) ≤ max{1, 1
λ
}∥f∥X(0,L)
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for every f ∈ X(0, L).
The Hardy�Littlewood�Pólya principle asserts that if the functions u, v ∈ M(R, ν) satisfy∫ s

0

u∗(r) dr ≤
∫ s

0

v∗(r) dr for s ∈ (0,∞),

then
∥u∥X(R,ν) ≤ ∥v∥X(R,ν)

for every rearrangement-invariant space X(R, ν).
Let X(R, ν) and Y (R, ν) be rearrangement invariant spaces. Then

X(R, ν) ⊂ Y (R, ν) if and only if X(R, ν) → Y (R, ν).

If ν(R) <∞, then

(2.4) L∞(R, ν) → X(R, ν) → L1(R, ν)

for every rearrangement-invariant space X(R, ν).
We now recall the de�nitions of some customary rearrangement-invariant spaces.

Throughout, we use the convention that 1
∞ = 0, and 0 · ∞ = 0.

Lebesgue spaces. A basic instance of a function norm is the standard Lebesgue r.i. function
norm ∥ · ∥Lp(0,L), for p ∈ [1,∞], upon which the Lebesgue spaces Lp(R, ν) are built.
Lorentz spaces. The Lorentz spaces yield an extension of the Lebesgue spaces. Assume that
1 ≤ p, q ≤ ∞. We de�ne the functionals ∥ · ∥Lp,q(0,L) and ∥ · ∥L(p,q)(0,L) as

∥f∥Lp,q(0,L) =
∥∥∥s 1

p
− 1

q f ∗(s)
∥∥∥
Lq(0,L)

and ∥f∥L(p,q)(0,L) =
∥∥∥s 1

p
− 1

q f ∗∗(s)
∥∥∥
Lq(0,L)

,

respectively, for f ∈ M+(0, L). One can show that

(2.5) ∥ · ∥Lp,q(0,L) ≈ ∥ · ∥L(p,q)(0,L) if 1 < p ≤ ∞ ,

up to multiplicative constants. The functional ∥ · ∥L(p,q)(0,L) is a rearrangement-invariant function
norm. If one of the conditions

(2.6)


1 < p <∞, 1 ≤ q ≤ ∞,

p = q = 1,

p = q = ∞,

is satis�ed, then ∥ · ∥Lp,q(0,L) is equivalent to a rearrangement-invariant function norm. The cor-
responding rearrangement-invariant spaces Lp,q(R, ν) and L(p,q)(R, ν) on a measure space (R, ν)
are called Lorentz spaces.

Let us recall that
Lp,p(R, ν) = Lp(R, ν) for every p ∈ [1,∞],

and that
1 ≤ q ≤ r ≤ ∞ implies Lp,q(R, ν) → Lp,r(R, ν),

with equality if and only if q = r.
Moreover, if

ν(R) <∞, then Lp1,q1(R, ν) → Lp2,q2(R, ν) if p1 > p2, for all q1 and q2.
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Orlicz spaces. A generalization of the Lebesgue spaces in a di�erent direction is provided by
the Orlicz spaces. Let A : [0,∞) → [0,∞] be a Young function, namely a convex (non trivial),
left-continuous function vanishing at 0. Any such function takes the form

(2.7) A(t) =

∫ t

0

a(τ)dτ for t ≥ 0,

for some non-decreasing, left-continuous function a : [0,∞) → [0,∞] which is neither identically
equal to 0, nor to ∞.
A Young function A is said to dominate another Young functionB near in�nity if positive constants
c and t0 exist such that

(2.8) B(t) ≤ A(ct) for t ≥ t0 .

The functions A and B are called equivalent near in�nity if they dominate each other near in�nity.
The Luxemburg r.i. function norm built upon A is de�ned as

∥f∥LA(0,L) = inf

{
λ > 0 :

∫ L

0

A

(
f(s)

λ

)
ds ≤ 1

}
for f ∈ M+(0, L). The Orlicz space L

A(R, ν) is the rearrangement-invariant space associated with
such function norm.
In particular,

LA(R, ν) = Lp(R, ν) if A(t) = tp for some p ∈ [1,∞),

and
LA(R, ν) = L∞(R, ν) if A(t) = ∞χ(1,∞)(t).

If ν(R) <∞, then

(2.9) LA(R, ν) → LB(R, ν) if and only if A dominates B near in�nity .

We denote by Lp logα L(R, ν) the Orlicz space associated with a Young function equivalent to
tp(log t)α near in�nity, where either p > 1 and α ∈ R, or p = 1 and α ≥ 0. The notation
expLβ(R, ν) will be used for the Orlicz space built upon a Young function equivalent to et

β
near

in�nity, where β > 0. Also, exp expLβ(R, ν) stands for the Orlicz space associated with a Young

function equivalent to ee
tβ

near in�nity.

3 Perimeter and isoperimetric inequalities

Throughout this Section, Ω denotes an open subset of Rn, with n ≥ 1. References for the material
of this section include [Ma2, Zi].

De�nition 3.1 [Sets of �nite perimeter] Let E be a Lebesgue measurable set in Rn. The
perimeter P (E; Ω) of E in Ω is de�ned as

(3.1) P (E; Ω) = sup

{∫
E

divU dx : U ∈ C∞
0 (Ω,Rn), |U(x)| ≤ 1

}
.

The set E is said to have �nite perimeter in Ω if P (E; Ω) <∞.
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When Ω = Rn, we denote P (E,Rn) simply by P (E), and if P (E) <∞, then E is just called a set
of �nite perimeter.

Note that

(3.2) P (E; Ω) = P (Ω \ E; Ω)

for every measurable set E ⊂ Rn, since

0 =

∫
Ω

divU dx =

∫
E

divU dx+

∫
Ω\E

divU dx

for any U as on the right-hand side of (3.1).

Given α ∈ [0,∞), denote
ωα = πα/2/Γ(1 + α/2),

where

Γ(s) =

∫ ∞

0

rs−1e−r dr for s ≥ 0,

the Euler Gamma function.
Recall that Γ(n+ 1) = n! if n ∈ N.
Moreover, ωn equals the Lebesgue measure of the unit ball in Rn for n ∈ N.

De�nition 3.2 [Hausdor� measure] Let α ∈ [0,∞) and E ⊂ Rn. For ε > 0, set

Hα
ε (E) = inf

{ ∞∑
k=1

ωα
2α

(diam(Ek))
α : diam(Ek) < ε,E ⊂

∞∪
k=1

Ek

}
.

The α-dimensional Hausdor� measure of E is de�ned by

(3.3) Hα(E) = lim
ε→0

Hα
ε (E).

Since the function ε → Hα
ε (E) is non-increasing, the limit on the right-hand side of (3.3) exists,

possibly in�nite, for every set E ⊂ Rn.

Proposition 3.3 [Properties of the Hausdor� measure] Let n ∈ N and α ∈ [0,∞).
(i) Hα is an outer measure in Rn.
(ii) The Borel sets are Hα-measurable.

De�nition 3.4 [Domain of class Cm,α] Let m be a nonnegative integer, and let α ∈ [0, 1].
An open bounded set Ω ∈ Rn is called a domain of class Cm,α if for every x ∈ ∂Ω there exist a
neighborhood Ux of x, a Cartesian coordinate system (ξ1, . . . ξn) and a function ζ = ζ(ξ1, . . . , ξn−1)
of class Cm,α such that

(3.4) Ω ∩ Ux = {(ξ1, . . . ξn) ∈ Ux : ξn > ζ(ξ1, . . . , ξn−1)} .
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We set Cm,0 = Cm.
Domains of class C∞ are de�ned accordingly.

De�nition 3.5 [Lipschitz domain] A Lipschitz domain is an open set of class C0,1.

De�nition 3.6 [Domain with the cone property] An open set Ω is said to have the cone
property if there exists a �nite cone Λ such that each point in Ω is the vertex of a �nite cone
contained in Ω and congruent to Λ.

Proposition 3.7 If E ∈ C2, then

(3.5) P (E; Ω) = Hn−1(∂E ∩ Ω) <∞.

Proof. Let U ∈ C∞
0 (Ω,Rn) be such that |U(x)| ≤ 1 for x ∈ Rn. Then, by the Gauss-Green

theorem, ∫
E

divU(x) dx =

∫
∂E

n · UdHn−1(x) ≤ Hn−1(∂E ∩ Ω) <∞,

where n(x) denotes the outer unit normal to E at x.
In order to prove the reverse inequality, observe that, since E ∈ C2, there exists a an open set
G ⊃ ∂E such that the distance function d(x) of x from ∂E belongs to C1(G \ ∂E), and

(3.6) ∇d(x) = x− ξ(x)

d(x)
,

where ξ(x) is the unique point in ∂E such that d(x) = |x− ξ(x)|. To verify equation (3.6) observe
that ξ(y) is constant as y approaches ∂E along the segment through ξ(x) and parallel to n(x).
Hence, the derivative of d at x along −n(x) is 1. It is easily seen that d is a Lipschitz function
with Lipschitz constant not exceeding 1. Altogether one obtains equation (3.6).
Since ∇d(x) = n(x) on ∂E, the latter being a smooth level set {d = 0} of the function d, we infer
from (3.6) that the function n has an extension ñ ∈ C1

0(Rn) such that |ñ(x)| ≤ 1 for x ∈ Rn.
Thus, on choosing U = ñη, where η ∈ C∞

0 (Ω), |η(x)| ≤ 1, one has that∫
E

divU dx =

∫
E

div(ñη) dx =

∫
∂E

ηdHn−1(x).

Hence,

P (E; Ω) ≥ sup

{∫
∂E

ηdHn−1(x) : η ∈ C∞
0 (Ω), |η(x)| ≤ 1

}
= Hn−1(∂E ∩ Ω).

For an arbitrary measurable set E, one only has that

(3.7) P (E; Ω) ≤ Hn−1(∂E ∩ Ω).

Equality can be restored in (3.5) provided that the topological boundary ∂E of E is replaced by
a suitable notion of "essential boundary" of E.

In what follows, we denote by Br(x) the ball in Rn, centered at x ∈ Rn, having radius r > 0. We
shall also set Br = Br(0).
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De�nition 3.8 [Essential boundary] Let E be a Lebesgue measurable set in Rn. For γ ∈ [0, 1],
de�ne

Eγ =

{
x ∈ Rn : lim

r→0+

|E ∩Br(x)|
|Br(x)|

= γ

}
.

The essential boundary ∂ME of E is given by

(3.8) ∂ME = Rn \ (E0 ∪ E1).

The set Eγ is called the set of points where E has density γ. Thus, ∂ME is the set of points of Rn

where E has neither density 0 nor 1.

Theorem 3.9 Let E be a measurable set in Rn. Then

(3.9) P (E; Ω) = Hn−1(∂ME ∩ Ω).

In particular,

(3.10) P (E) = Hn−1(∂ME).

Theorem 3.10 Let E ⊂ Ω such that |E| < ∞ and P (E; Ω) < ∞. Then there exists a sequence
of sets {Ek} such that
(i) Ek is of class C

∞ in Ω,
(ii) limk→∞ χEk

= χE in L1
loc(Ω),

(iii) limk→∞ P (Ek; Ω) = P (E; Ω).

Given any measurable set E ⊂ Rn, we denote by E⋆ the (open) ball centered at 0 and such that
|E⋆| = |E|.

Theorem 3.11 [Isoperimetric inequality] Let E be a measurable set in Rn, n ≥ 1, with |E| <
∞. Then

(3.11) P (E⋆) ≤ P (E).

Equivalently,

(3.12) nω1/n
n |E|

1
n′ ≤ P (E).

Moreover, equality holds in (3.11) or (3.12) if and only if E = E⋆ (up to a set of measure 0).
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4 Symmetrization of functions vanishing on the boundary

In this section, Ω denotes an open subset of Rn.

De�nition 4.1 [Radially decreasing symmetral] Let u ∈ M(Ω). The radially decreasing
symmetral u⋆ : Ω⋆ → [0,∞] of u is de�ned as

(4.1) u⋆(x) = u∗(ωn|x|n) for x ∈ Ω⋆.

It is easily seen that
µu = µu∗ = µu⋆ .

Thus, via Proposition 1.6, one has the following.

Proposition 4.2 [Invariance of integrals] Let ∥·∥X(0,|Ω|) be a rearrangement invariant function
norm, and let u ∈ M(Ω). Then

(4.2) ∥u∥X(Ω) = ∥u⋆∥X(Ω⋆).

Besides the invariance of quantities depending only on the distribution function, a fundamental
property of the operation of radially decreasing symmetrization, when applied to Sobolev func-
tions, is the non-increase of gradient norms. Such a property is crucial in view of applications
of symmetrization to Sobolev type inequalities, and is known as Pólya�Szegö principle. Its proof
relies upon the isoperimetric inequality and on the coarea formula.

Given p ∈ [1,∞], we de�ne the (homogeneous) Sobolev space

(4.3) V 1,p(Ω) = {u : u is weakly di�erentiable in Ω and |∇u| ∈ Lp(Ω)} .

The local Sobolev space V 1,p
loc (Ω) is de�ned analogously, on replacing Lp(Ω) by Lploc(Ω) on the

right-hand side of (4.3).
We also de�ne

V 1,p
0 (Ω) = {u ∈ V 1,p(Ω) : the continuation of u by 0 outside Ω

is weakly di�erentiable in Rn, and µu(t) <∞ for t > 0}.

Thus, V 1,p
0 (Ω) is the subspace of those functions in V 1,p(Ω) which vanish, in a suitable sense, on

∂Ω.
Parallel de�nitions hold if Lp(Ω) is replaced with a more general rearrangement-invariant space
X(Ω). Thus, we set

(4.4) V 1X(Ω) = {u : u is weakly di�erentiable in Ω and |∇u| ∈ X(Ω)} ,

and

V 1
0 X(Ω) = {u ∈ V 1X(Ω) : the continuation of u by 0 outside Ω

is weakly di�erentiable in Rn, and µu(t) <∞ for t > 0}.
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Theorem 4.3 [Coarea formula] Let u ∈ V 1,1
loc (Ω) and let f : Ω → [0,∞] be any Borel function.

Then, there exists a representative of u such that, for a.e. t ∈ R,

(4.5) ∂M{u > t} ∩ Ω = {u = t} up to a set of Hn−1-measure zero.

Moreover,

(4.6)

∫
Ω

f(x)|∇u| dx =

∫ ∞

−∞

∫
{u=t}

f(x) dHn−1(x)dt .

In particular, formula 4.6 tell us that∫
Ω

|∇u| dx =

∫ ∞

−∞
Hn−1({u = t}) dt

=

∫ ∞

−∞
Hn−1(∂M{u > t} ∩ Ω) dt =

∫ ∞

−∞
P ({u > t}; Ω)dt .

Theorem 4.4 [Pólya�Szegö principle] Let p ≥ 1, and let u ∈ V 1,p
0 (Rn). Then u⋆ ∈ V 1,p

0 (Rn),
and

(4.7)

∫
Rn

|∇u⋆|p dx ≤
∫
Rn

|∇u|p dx .

Proof. We split the proof in several steps.
Step 1. The function u∗ is locally absolutely continuous in (0,∞), and

(4.8)
d

ds

∫
{|u|>u∗(s)}

|∇u| dx ≥ nω
1
n
n s

1
n′ (−u∗′(s)) for a.e. s > 0..

A basic property of Sobolev functions tells us that |u| ∈ V 1,p
0 (Rn) as well, and that |∇|u|| = |∇u|

a.e. in Rn.
Let (a, b) be any subinterval of (0,∞). We have that u ∈ V 1,1

loc (Rn). By the coarea formula applied
with f = χ{u∗(b)<|u|<u∗(a)} and the isoperimetric inequality, one gets that∫

{u∗(b)<|u|<u∗(a)}
|∇u| dx =

∫
{u∗(b)<|u|<u∗(a)}

|∇|u|| dx(4.9)

=

∫ u∗(a)

u∗(b)

Hn−1({|u| = t}) dt

≥ nω
1
n
n

∫ u∗(a)

u∗(b)

µu(t)
1
n′ dt

≥ nω
1
n
n

(
µu(u

∗(a)−)
) 1

n′ (u∗(a)− u∗(b))

≥ nω
1
n
n a

1
n′ (u∗(a)− u∗(b)) .

Note that the last inequality holds owing to property (vi) of Proposition 1.5.
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Now, given any δ > 0, let (ak, bk), k = 1, . . . , K, with K ∈ N, be any pairwise disjoint intervals
contained in (δ,∞). On applying (4.9) with (a, b) replaced by (ak, bk), and adding the resulting
inequalities yield

K∑
k=1

(u∗(ak)− u∗(bk)) ≤
1

nω
1
n
n δ

1
n′

∫
∪k{u∗(bk)<|u|<u∗(ak)}

|∇u| dx .(4.10)

Since

| ∪k {u∗(bk) < |u| < u∗(ak)}| =
K∑
k=1

|{u∗(bk) < |u| < u∗(ak)}|(4.11)

=
K∑
k=1

(
µu(u

∗(bk))− µu(u
∗(ak)

−)
)

≤
K∑
k=1

(bk − ak) ,

from (4.10) and the Hardy-Littlewood inequality (1.11) we obtain that

K∑
k=1

(u∗(ak)− u∗(bk)) ≤
1

nω
1
n
n δ

1
n′

∫ ∑K
k=1(bk−ak)

0

|∇u|∗(s) ds .(4.12)

We claim that last integral is convergent. This is trivially veri�ed if |∇u| ∈ L∞(Rn). Otherwise,
by the invariance of integrals under decreasing rearrangement,

(4.13)

∫ ∞

0

|∇u|∗(s)p ds =
∫
Rn

|∇u|p dx <∞ ,

and hence the assertion follows from the fact that limt→∞ tp/t > 0. The absolute continuity of u∗

on (δ,∞) is thus a consequence of (4.12) and of the absolute continuity of the Lebesgue integral.
In order to prove (4.7), observe that

nω
1
n
n

∫ u∗(ak)

u∗(bk)

µu(t)
1
n′ dt = nω

1
n
n

∫ µu(u∗(bk))

µu(u∗(ak))

µu(u
∗(r))

1
n′ (−u∗′(r)) dr(4.14)

= nω
1
n
n

∫ bk

ak

r
1
n′ (−u∗′(r)) dr for k ∈ K,

where the �rst equality is a consequence of the (local) absolute continuity of u∗, and the second
one holds since µu(u

∗(r)) = r if r does not belong to an interval where u∗ is constant and u∗′

vanishes in any such interval. From (4.9), (4.12) and the Hardy�Littlewood inequality again, we
deduce that, for any family of disjoint intervals {(ak, bk)} with (ak, bk) ⊂ (0,∞),

(4.15)
∑
k

nω
1
n
n

∫ bk

ak

r
1
n′ (−u∗′(r)) dr ≤

∫ ∑
k(bk−ak)

0

|∇u|∗(r) dr.

Since each open set in R is a countable union of disjoint open intervals, inequality (4.15) implies
that

(4.16) nω
1
n
n

∫
E

r
1
n′ (−u∗′(r)) dr ≤

∫ |E|

0

|∇u|∗(r) dr
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for every open set E ⊂ (0, 1). In particular, inequality (4.16) tells us that the function r
1
n′ (−u∗′(r))

is integrable on (0,∞). Thanks to the fact that any measurable set can be approximated from out-
side by open sets, and thanks to the absolute continuity of the Lebesgue integral, inequality (4.16)
continues to hold for any measurable set E ⊂ (0,∞). Since

nω
1
n
n

∫ s

0

[
(·)

1
n′ (−u∗′(·))

]∗
(r) dr = sup

|E|=s
nω

1
n
n

∫
E

r
1
n′ (−u∗′(r)) dr

for s ∈ (0,∞), we infer from (4.16) that

(4.17) nω
1
n
n

∫ s

0

[
(·)

1
n′ (−u∗′(·))

]∗
(r) dr ≤

∫ s

0

|∇u|∗(r) dr

for s ∈ (0,∞). Hence, by the Hardy�Littlewood�Pólya principle,

(4.18) ∥nω
1
n
n r

1
n′ (−u∗′(r))∥Lp(0,∞) ≤ ∥∇u∥Lp(Rn).

Here, and in similar occurrences below, ∥∇u∥Lp(Rn) is an abridged notation for ∥ |∇u| ∥Lp(Rn).
Since u∗ is locally absolutely continuous on (0,∞), then u⋆ is weakly di�erentiable, and

|∇u⋆(x)| = nω
1
n
n (ωn|x|n)

1
n′ (−u∗′(ωn|x|n)) for a.e. x ∈ Rn.

Hence,

(4.19) ∥∇u⋆∥Lp(Rn) = ∥nω
1
n
n r

1
n′ (−u∗′(r))∥Lp(0,∞).

Inequality (4.7) follows from (4.18) and (4.19).

The following result is a straightforward consequence of Theorem 4.4

Corollary 4.5 Let p ≥ 1 and let Ω be an open subset of Rn. Assume that u ∈ V 1,p
0 (Ω). Then u∗

is locally absolutely continuous in (0, |Ω|), u⋆ ∈ V 1,p
0 (Ω⋆) and

(4.20) ∥∇u∥Lp(Ω) ≥ ∥∇u⋆∥Lp(Ω⋆) = ∥nω1/n
n s1/n

′
u∗′(s)∥Lp(0,|Ω|) .

Proof. Use Theorem 4.4 and the fact that the continuation of u to Rn by 0 outside Ω belongs to
V 1,p
0 (Rn).

Theorem 4.6 [Pólya�Szegö principle: case of equality] [BZ]; see also [FV]Let p > 1, and
let u ∈ V 1,p

0 (Rn). Assume that:

(4.21)

∫
Rn

|∇u⋆|p dx =

∫
Rn

|∇u|p dx

and

(4.22) |{∇u⋆ = 0} ∩ {0 < u⋆ < esssupu}| = 0 .

Then

(4.23) u = u⋆ a.e. in Rn,

up to translations.
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Via a somewhat di�erent argument in Steps 3 and 4 of the proof of Theorem 4.4 one can easily
show that, if equation (4.21) holds, then:

u ≥ 0;

{u > t} is (equivalent to) a ball for a.e. t > 0;

|∇u| is constant Hn−1-a.e on {u = t}, for a.e. t > 0.

The di�cult part in the proof of Theorem 4.6 is to show that, under the additional assumption
(4.22), the balls {u > t} are concentric.

Owing to inequality (4.17) and to the Hardy�Littlewood�Pólya principle, the following Pólya�
Szegö inequality for arbitrary r.i. norms holds.

Theorem 4.7 [Generalized Pólya�Szegö principle] Let X(Ω) be an r.i. space, and let u ∈
V 1
0 X(Ω). Then u⋆ ∈ V 1

0 X(Ω⋆), and

(4.24) ∥∇u∥X(Ω) ≥ ∥∇u⋆∥X(Ω⋆) = ∥nω1/n
n s1/n

′
u∗′(s)∥X(0,|Ω|) .

5 Sharp Sobolev inequalities for functions vanishing on the

boundary

In this section, Ω denotes an open subset of Rn.
The Pólya�Szegö principle enables one to reduce the problem of any Sobolev type inequality, for

functions vanishing on the boundary of their domain, involving arbitrary rearrangement invariant
norms, to a suitable one-dimensional inequality for a Hardy type operator.

Theorem 5.1 [Reduction principle for functions vanishing on the boundary] Let ∥ ·
∥X(0,|Ω|) and ∥ · ∥Y (0,|Ω|) be rearrangement-invariant function norms. Then

(5.1) ∥u∥Y (Ω) ≤ C ∥∇u∥X(Ω)

for some constant C, for every Ω of �xed measure, and every u ∈ V 1
0 X(Ω) if and only if

(5.2)

∥∥∥∥∥nω 1
n
n

∫ |Ω|

t

f(s)s−
1
n′ ds

∥∥∥∥∥
Y (0,|Ω|)

≤ C ∥f∥X(0,|Ω|)

for every nonnegative f ∈ X(0, |Ω|).

Proof. Assume that (5.2) holds. Let u ∈ V 1
0 X(Ω). Since ∥ · ∥Y (0,|Ω|) is an r.i. function norm, one

has that

(5.3) ∥u∥Y (Ω) = ∥u∗∥Y (0,|Ω|).

By Theorem 4.7,

(5.4) ∥∇u∥X(Ω) ≥ ∥nω1/n
n s1/n

′
u∗′(s)∥X(0,|Ω|) .

On the other hand, since lims→|Ω| u
∗(s) = 0,

(5.5) u∗(s) =

∫ |Ω|

s

(−u∗′(r)) dr for s ∈ (0, |Ω|).

Inequality (5.1) follows from (5.3)-(5.5), via (5.2) applied with f(s) = nω
1/n
n s1/n

′
u∗′(s).

Conversely, (5.2) follows from (5.1) on choosing a ball as domain Ω in (5.1), and considering
radially decreasing trial functions u in (5.1). Indeed, equality holds in (5.4) for any such u.
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Theorem 5.1 can be exploited to exhibit the optimal constants in the Sobolev inequalities in
V 1,p
0 (Ω).

Lemma 5.2 Let 0 < p ≤ q. Then

(5.6)

∫ ∞

0

φ(t)
q
pd(tq) ≤

(∫ ∞

0

φ(t)d(tp)

) q
p

,

for every non-increasing function φ : (0,∞) → [0,∞).

Proof. The change of variable t = τ
1
p , α = q

p
, on both sides of (5.6) shows that it su�ces to show

that

(5.7)

∫ ∞

0

φ(t)αd(tα) ≤
(∫ ∞

0

φ(t)dt

)α

,

for α ≥ 1 and for every non-increasing function φ : (0,∞) → [0,∞). Inequality (5.7) follows from
the chain ∫ ∞

0

φ(t)αd(tα) = α

∫ ∞

0

(tφ(t))α−1φ(t)dt(5.8)

≤ α

∫ ∞

0

(∫ t

0

φ(τ)dτ

)α−1

φ(t)dt

=

(∫ ∞

0

φ(t)dt

)α

.

Theorem 5.3 [Sharp Sobolev inequality in V 1,1
0 (Rn)] [Ma1, FF] The inequality

(5.9) nω
1
n
n ∥u∥Ln′ (Rn) ≤ ∥∇u∥L1(Rn)

holds for every u ∈ V 1,1
0 (Rn). The constant nω

1
n
n is sharp, although it is not attained.

Proof. If u ∈ V 1,1
0 (Rn), then |u| ∈ V 1,1

0 (Rn), and ∥∇u∥L1(Rn) = ∥∇|u|∥L1(Rn). Thus, we may
assume, without loss of generality, that u ≥ 0. By the isoperimetric inequality in Rn,

(5.10) nω
1
n
n µu(t)

1
n′ = nω

1
n
n |{u > t}|

1
n′ ≤ P ({u > t}) for a.e. t ≥ 0.

Thus, by the coarea formula, inequality (5.10), Lemma 5.2, and equation (1.9)∫
Rn

|∇u|dx =

∫ ∞

0

P ({u > t})dt ≥ nω
1
n
n

∫ ∞

0

µu(t)
1
n′ dt(5.11)

≥ nω
1
n
n

(∫ ∞

0

µu(t) d(t
n′
)

) 1
n′

= nω
1
n
n ∥u∥Ln′

(Rn).

Inequality (5.9) follows. Next, given any ε > 0, consider the Lipschitz continuous function uε :
Rn → [0, 1] given by

(5.12) uε(x) =


1 if |x| ≤ 1,

1− |x|−1
ε

if 1 < |x| < 1 + ϵ,

0 if |x| ≥ 1 + ϵ.

Since |∇uε(x)| = 1/ε if 1 < |x| < 1 + ϵ, and vanishes a.e. elsewhere, it is easily veri�ed that

lim
ε→0+

∥∇uε∥L1(Rn)

∥uε∥Ln′ (Rn)

= nω
1
n
n .

This shows the sharpness of the constant in (5.9).
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Theorem 5.4 [Sharp Sobolev inequality in V 1,p
0 (Rn), 1 < p < n] [Ta1, Au] Let 1 < p < n.

Then

(5.13) C(p, n)∥u∥Lp∗ (Rn) ≤ ∥∇u∥Lp(Rn)

for every u ∈ V 1,p
0 (Rn), where

(5.14) C(p, n) = π
1
2n

1
p

(
n− p

p− 1

) 1
p′
(
Γ(n/p)Γ(1 + n− n/p)

Γ(n)Γ(1 + n/2)

) 1
n

.

Equality holds in (5.13) if

(5.15) u(x) =
a

(b+ |x− x0|p′)
n
p
−1

for x ∈ Rn,

for some a ∈ R, b > 0 and x0 ∈ Rn.

Proof . By the reduction principle (Theorem 5.1), it su�ces to prove the statement for radially
decreasing functions. The result for these functions follows is equivalent to the Bliss inequality
contained in the next theorem.

Theorem 5.5 [Bliss inequality] Let n ≥ 2, 1 < p < n, and let C(p, n) be the constant given by
(5.14). Then

(5.16) C(p, n)

(
nωn

∫ ∞

0

f(r)p
∗
rn−1 dr

)1/p∗

≤
(
nωn

∫ ∞

0

(−f ′(r))prn−1 dr

)1/p

for every decreasing, locally absolutely continuous function f : [0,∞) → [0,∞). Equality holds in
(5.16) if

(5.17) f(r) =
a

(b+ rp′)
n
p
−1

for some a, b > 0.

Proof Approximation, scaling and normalization arguments allow us to assume that f is a con-
tinuously di�erentiable function such that∫ ∞

0

|f ′(r)|prn−1 dr <∞

and

(5.18)

∫ ∞

0

f(r)p
∗
rn−1 dr = 1 .

Let g : (0,∞) → [0,∞) be a continuous function, such that

(5.19)

∫ ∞

0

g(r)p
∗
rn−1 dr =

∫ ∞

0

g(r)p
∗
rp

′+n−1 dr = 1.

De�ne T : [0,∞) → [0,∞) by

(5.20)

∫ s

0

f(r)p
∗
rn−1 dr =

∫ T (s)

0

g(ϱ)p
∗
ϱn−1 dϱ .
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Thus,

(5.21) g(T (s)) = T (s)−
n−1
p∗ T ′(s)−

1
p∗ f(s)s

n−1
p∗ ,

whence, by Young inequality,

g(T (s))p
∗− p∗

n T (s)n−1T ′(s) = f(s)p
∗− p∗

n sn−1

[(
T (s)

s

)n−1

T ′(s)

] 1
n

(5.22)

≤ 1

n
f(s)p

∗− p∗
n sn−1

[
(n− 1)

T (s)

s
+ T ′(s)

]
1

n
f(s)p

∗− p∗
n (sn−1T (s))′ for s ∈ [0,∞).

Note that equality holds in (5.22) if and only if T (s) = cs for some c > 0. Integration by parts
and Hölder inequality yield∫ ∞

0

f(s)p
∗− p∗

n (sn−1T (s))′ ds(5.23)

= −
(
p∗ − p∗

n

)∫ ∞

0

f(s)p
∗− p∗

n
−1f ′(s)sn−1T (s) ds

≤
(
p∗ − p∗

n

)∫ ∞

0

f(s)p
∗− p∗

n
−1|f ′(s)|sn−1T (s) ds

≤
(
p∗ − p∗

n

)(∫ ∞

0

f(s)p
∗
sn−1T (s)p

′
ds

) 1
p′
(∫ ∞

0

|f ′(s)|psn−1 ds

) 1
p

=

(
p∗ − p∗

n

)(∫ R

0

g(ϱ)p
∗
ϱp

′+n−1 dϱ

) 1
p′
(∫ ∞

0

|f ′(s)|psn−1 ds

) 1
p

=

(
p∗ − p∗

n

)(∫ ∞

0

|f ′(s)|psn−1 ds

) 1
p

.

Combining (5.22) and (5.23) yields

n(n− p)

p(n− 1)

∫ ∞

0

g(ϱ)p
∗− p∗

n ϱn−1 dϱ ≤
(∫ ∞

0

|f ′(s)|psn−1 ds

) 1
p

.(5.24)

Inequality (5.24) continues to hold for any nonnegative continuous function g. Moreover, an in-
spection of the proof shows that equality holds in (5.24) if

T (s) = cs

for some and
f ′(s) = −kf(s)

n
n−pT (s)

1
p−1 = −kc

1
p−1f(s)

n
n−p s

1
p−1

for some positive constants c and k. Hence, we infer that equality holds in (5.24) if f is as in
(5.17), and hence g has the same form, with a and b such that (5.19) hold. This choice of g in
(5.24) yields (5.16).

Theorem 5.6 [Sharp Sobolev inequality in V 1,p
0 (Rn), p > n] [Ta2] Let p > n. Then

(5.25) ∥u∥L∞(Rn) ≤ n−1/pω−1/n
n

(p− 1

p− n

)1/p′

|supp (u)|
1
n
− 1

p∥∇u∥Lp(Rn)
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for every u ∈ V 1,p
0 (Rn) with | supp (u)| <∞. Equality holds in (5.25) if

(5.26) u(x) =

{
a
(
b

p−n
p−1 − |x− x0|

p−n
p−1

)
if |x− x0| ≤ b

0 otherwise ,

for some a ∈ R, b ≥ 0 and x0 ∈ Rn.

Proof. We have that

∥u∥L∞(Rn) = u∗(0) =

∫ |supp (u)|

0

(−u∗)′(s) ds .

Owing to Hölder inequality,∫ |supp (u)|

0

(−u∗)′(s) ds

≤
(∫ |supp (u)|

0

s−
p′
n′ ds

) 1
p′
(∫ |supp (u)|

0

(s
1
n′ (−u∗)′(s))p ds

) 1
p

= n
1
p′
(p− 1

p− n

)1/p′

|supp (u)|
1
n
− 1

p

(∫ |supp (u)|

0

(s
1
n′ (−u∗)′(s))p ds

) 1
p

.

By the Pólya�Szegö principle (4.7),∫
Rn

|∇u|p dx ≥
∫
Rn

|∇u⋆|p dx =

∫ |supp (u)|

0

(nω
1
n
n s

1
n′ (−u∗)′(s))p ds .

Altogether, inequality (5.25) follows.
The argument above shows that equality holds in (5.25) provided that u is radially decreasing,
and ful�ls

(−u∗)′(s) =

{
cs−

p′
n′ if s ∈ (0, | supp (u)|)

0 if s ≥ | supp (u)|
for some positive constant c. This is the case when u has the form (5.26).

Theorem 5.7 Inequalities (5.9), (5.13) and (5.25) hold even if Rn is replaced with any open
subset Ω. The constants in (5.9) and (5.13) are still sharp in the resulting inequalities, but, in
contrast with (5.13), the constant in the corresponding inequality is never attained if Ω ̸= Rn.

In the borderline case when p = n (and |Ω| <∞), one can show that, if q <∞, then

(5.27) ∥u∥Lq(Ω) ≤ C∥∇u∥Lp(Ω)

for some constant C = C(|Ω|, n, p, q), and for every u ∈ V 1,p
0 (Ω). On the other hand, inequality

(5.27) fails if q = ∞.
However, a stronger inequality than (5.27) does hold.

Theorem 5.8 [Moser inequality] [Mo] Let n ≥ 2. Then there exists a constant C = C(n, |sprtu|)
such that

(5.28)
1

|sprtu|

∫
Rn

e

(
nω

1/n
n |u(x)|

∥∇u∥Ln(Rn)

)n′

dx ≤ C

for every u ∈ V 1,n
0 (Rn) with 0 < |sprtu| <∞. The constant nω

1/n
n is best possible, in that inequality

(5.28) fails for for any real number C if nω
1/n
n is replaced by a larger number.
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The proof of Theorem 5.8 again makes use of the the Pólya�Szegö principle of Corollary 4.5, and
of the one-dimensional inequality contained in the next lemma.

Lemma 5.9 Let p ∈ (1,∞), and let

(5.29) mp = sup
ϕ

∫ ∞

0

eϕ(s)
p′−sds ,

where ϕ ranges among all non-decreasing, locally absolutely continuous functions in [0,∞) ful�lling
ϕ(0) = 0 and

∫∞
0
ϕ′(s)pds ≤ 1. Then

(5.30) mp <∞ .

Incidentally, observe that the quantity mp given by (5.29) remains unchanged if the class of trial
functions is enlarged to include also not necessarily (positive and) monotone functions ϕ, provided
that ϕ(s)p

′
is replaced with |ϕ(s)|p′ and ϕ′(s)p with |ϕ′(s)|p. This can be easily seen on replacing

ϕ(s) with
∫ s
0
|ϕ′(s)|ds.

Proof of Lemma 5.9. For each t ∈ R, de�ne

Et = {s ≥ 0 : s− ϕ(s)p
′ ≤ t},

and let

cp =
7

1− (1 + 21−p)
1

1−p

.

From the fact that ϕ(0) = 0, the Hölder inequality and the fact that
∫∞
0
ϕ′(s)pds ≤ 1, we have

that

ϕ(s)p
′
=

(∫ s

0

ϕ′(r)dr

)p′

≤ s for s > 0.

Hence,

(5.31) Et = ∅ , for t < 0.

We now show that

(5.32) |Et| ≤ (cp + 2)t , for t > 0.

Inequality (5.32) trivially holds if Et ⊂ [0, 2t]. If this is not the case, then inequality (5.32) will
follow if we prove that

(5.33) s2 − s1 ≤ cpt

for every s1, s2 ∈ Et satisfying 2t ≤ s1 < s2. From the de�nition of Et and the Hölder inequality,

s1 − t ≤
(∫ s1

0

ϕ′(r)dr

)p′

≤ s1

(∫ s1

0

ϕ′(r)pdr

) 1
p−1

≤ s1

(
1 −

∫ ∞

s1

ϕ′(r)pdr

) 1
p−1

.

Thus,

(5.34)

∫ ∞

s1

ϕ′(r)pdr ≤ 1−
(
1− t

s1

)p−1

.
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From the de�nition of Et, the Hölder inequality again, and (5.34),

s2 − t ≤
(∫ s1

0

ϕ′(r)dr +

∫ s2

s1

ϕ′(r)dr

)p′

≤

[
s

1
p′
1

(∫ s1

0

ϕ′(r)pdr

) 1
p

+ (s2 − s1)
1
p′

(∫ s2

s1

ϕ′(r)pdr

) 1
p

]p′

≤

[
s

1
p′
1 + (s2 − s1)

1
p′

(∫ ∞

s1

ϕ′(r)pdr

) 1
p

]p′

≤

[
s

1
p′
1 + (s2 − s1)

1
p′

(
1−

(
1− t

s1

)p−1) 1
p

]p′
.

Therefore,

(5.35)
s2
s1

− t

s1
≤

[
1 +

(
s2
s1

− 1

) 1
p′
(
1−

(
1− t

s1

)p−1) 1
p

]p′
.

Set M = s2−s1
t

and z = 1− t
s1
. Then, 1

2
≤ z < 1 and (5.35) can be rewritten as

(5.36) M(1− z) + z ≤
(
1 +M

1
p′ (1− z)

1
p′ (1− zp−1)

1
p
)p′
.

The convexity of the function τ 7→ τ p
′
entails that, for λ ∈ [0, 1],

(5.37)
(
1 +M

1
p′ (1− z)

1
p′ (1− zp−1)

1
p
)p′ ≤ (1− λ)1−p

′
+ λ1−p

′
M(1− z)(1− zp−1)

1
p−1 .

Choosing λ = 1− z2(p−1) and combining (5.36) and (5.37) yield

M ≤ (1− λ)1−p
′ − z

(1− z)
(
1− λ1−p′(1− zp−1)

1
p−1

) =
z−2 + z−1 + 1

1− (1 + zp−1)
1

1−p

≤ cp ,

whence (5.33) follows.
The Layer Cake principle and a simple change of variables imply that∫ ∞

0

e−g(s) ds =

∫ ∞

−∞
|{s > 0 : g(s) ≤ t}| e−t dt

for every measurable function g : (0,∞) → R. Thus,∫ ∞

0

eϕ(s)
p′−sds =

∫ ∞

−∞
|Et|e−tdt ≤ cp + 2 ,

where the inequality is a consequence of (5.31) and (5.32).

Proof of Theorem 5.8. By (1.7), we have

(5.38)

∫
Rn

e(nω
1/n
n |u(x)|)n′

dx =

∫ |sprtu|

0

e(nω
1/n
n u∗(s))n

′

ds .
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On the other hand, the Pólya-Szegö principle (4.7) tells us that

(5.39) ∥∇u∥Ln(Rn) ≥
(∫ |sprtu|

0

(
nω1/n

n s1/n
′
(−u∗′(s))

)n
ds

)1/n

.

Owing to (5.38) and (5.39), inequality (5.28) will follow if we show that, for each a > 0,

(5.40) sup
ψ

1

a

∫ a

0

e(nω
1/n
n ψ(s))n

′

ds = mn ,

as ψ ranges among all non-increasing locally absolutely continuous function ψ : (0, a] → [0,∞)
such that ψ(a) = 0 and ∫ a

0

(
nω1/n

n s1/n
′
(−ψ′(s))

)n
ds ≤ 1.

Given such a ψ, de�ne the non-decreasing function ϕ : [0,∞) → [0,∞) by

(5.41) ϕ(t) = nω1/n
n ψ(ae−t), for t > 0.

Note that ϕ(0) = 0. The change of variable

(5.42) s = ae−t

gives ∫ ∞

0

ϕ′(t)n dt =

∫ a

0

(
nω1/n

n s1/n
′
(−ψ′(s))

)n
ds ≤ 1 ,

and ∫ ∞

0

eϕ(t)
n′

e−tdt =
1

a

∫ a

0

e(nω
1/n
n ψ(s))n

′

ds .

Hence, equation (5.40) follows from Lemma 5.9, since, for each �xed a, the class of functions
appearing in de�nition (5.29) agrees with the class of functions ϕ given by (5.41) with ψ as above.

The sharpness of the constant nω
1/n
n in (5.28) can be veri�ed on testing the inequality on the

sequence {uk}k∈N of radially decreasing functions de�ned as

uk(x) =


k1/n

′

nω
1/n
n

if |x| ≤ e−k/n

k−1/n

ω
1/n
n

log
(

1
|x|

)
if e−k/n < |x| ≤ 1

0 otherwise .

6 Relative isoperimetric inequalities

In this Section, Ω denotes an open set in Rn, n ≥ 2, having �nite measure.

De�nition 6.1 [Isoperimetric function] [Ma1, Ma2] The isoperimetric function IΩ : [0, |Ω|] →
[0,∞) is de�ned as

(6.1) IΩ(s) = inf{P (E; Ω) : E ⊂ Ω, s ≤ |E| ≤ |Ω|/2} for s ∈ [0, |Ω|/2],

and IΩ(s) = IΩ(|Ω| − s) if s ∈ (|Ω|/2, |Ω|].
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The very de�nition of IΩ leads to the relative isoperimetric inequality in Ω

(6.2) IΩ(|E|) ≤ P (E; Ω)

for every E ⊂ Ω.

The function IΩ is explicitly known only for special sets Ω (e.g. when Ω is a ball [Ci1]).

The next result ensures that, whenever Ω is connected, inequality (6.2) contains nontrivial infor-
mation, in that its left-hand side is strictly positive if 0 < |E| < |Ω|/2.

Theorem 6.2 Assume that Ω is connected. Then

(6.3) IΩ(s) > 0 for s ∈ (0, |Ω|).

In view of applications, quantitative information is needed on the isoperimetric function IΩ. A
basic result in this connection deals with the case when Ω is a Lipschitz domain.

Theorem 6.3 Let Ω be a connected Lipschitz domain in Rn. Then there exists a constant C such
that

(6.4) Cmin{s, |Ω| − s}
1
n′ ≤ IΩ(s) for s ∈ [0, |Ω|].

Combining (6.2) and (6.4) yields the following relative isoperimetric inequality on any con-
nected Lipschitz domain Ω ⊂ Rn:

(6.5) Cmin{|E|, |Ω| − |E|}
1
n′ ≤ P (E; Ω)

for some constant C and for every E ⊂ Ω.
For Sobolev functions which do not vanish on the boundary of their domain, no n-dimensional

symmmetrization principle in the form of Theorem 4.4 is available. Nevertheless, an inequality
involving the signed one-dimensional rearrangement of u and the isoperimetric function of Ω holds,
provided that Ω is connected.

Theorem 6.4 [CEG] Let p ≥ 1. Assume that Ω is connected, and that u ∈ V 1,p(Ω). Then u◦ is
locally absolutely continuous in (0, |Ω|), and

∥∇u∥Lp(Ω) ≥ ∥IΩ(s)u◦′(s)∥Lp(0,|Ω|).

Corollary 6.5 Let p ≥ 1. Assume that Ω is a connected Lipschitz domain, and that u ∈ V 1,p(Ω).
Then u◦ is locally absolutely continuous in (0, |Ω|), and there exists a constant C = C(Ω) such
that

(6.6) ∥∇u∥Lp(Ω) ≥ C∥ min{s, |Ω| − s}1/n′
u◦′(s)∥Lp(0,|Ω|).

An analogue of Theorem 6.4 in arbitrary rearrangement invariant spaces holds.

Theorem 6.6 Assume that Ω is connected. Let X(Ω) be a rearrangement-invariant space, and
let u ∈ V 1X(Ω). Then u◦ is locally absolutely continuous in (0, |Ω|), and

(6.7) ∥∇u∥X(Ω) ≥ ∥IΩ(s)u◦′(s)∥X(0,|Ω|).
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7 Sobolev inequalities for functions which need not vanish

on the boundary

In this Section, Ω denotes a connected open set in Rn, n ≥ 2, having �nite measure.
Let X(Ω) be an r.i. space. Recall that, according to our de�nition, a function u ∈ V 1X(Ω) if

|∇u| ∈ X(Ω). This assumption does not entail, in general, that u belongs to X(Ω) as well, and
not even to L1(Ω). Examples of domains for which V 1,2(Ω) * L1(Ω) are, for instance, those of
Nykodým type [Ma2, Sections 5.2 and 5.4].

0

L

l

Figure 1: Nikodým example

However, if IΩ(s) does not decay at 0 faster than linearly, namely if there exists a positive
constant C such that

(7.1) IΩ(s) ≥ Cs for s ∈ [0, |Ω|
2
],

then any function u ∈ V 1X(Ω) does at least belong to L1(Ω), for any rearrangement invariant
space X(Ω).

Proposition 7.1 [Condition for V 1L1(Ω) ⊂ L1(Ω)] Assume that (7.1) holds. Then V 1L1(Ω) ⊂
L1(Ω), and

(7.2)
C

2

∥∥∥∥u− 1

|Ω|

∫
Ω

u dx

∥∥∥∥
L1(Ω)

≤ ∥∇u∥L1(Ω)

for every u ∈ V 1L1(Ω), where C is the same constant as in (7.1).

Proof. Let med(u) denote the median of a function u ∈ M(Ω), given by

med(u) = sup{t ∈ R : |{x ∈ Ω : u(x) > t}| > |Ω|
2
} (= u◦( |Ω|

2
)).

We claim that

(7.3) C∥u−med(u)∥L1(Ω) ≤ ∥∇u∥L1(Ω)

for every u ∈ V 1L1(Ω). On replacing, if necessary, u by u−med(u), we may assume, without loss
of generality, that med(u) = 0. Thus,

(7.4) |{u± > t}| ≤ |Ω|
2

for t > 0.
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By (6.2) and (7.1),
P ({u± > t},Ω) ≥ IΩ(|{u± > t}|) ≥ C|{u± > t}|.

Therefore, owing to (7.4), and to the coarea formula, we have that

C∥u±∥L1(Ω) = C

∫ ∞

0

|{u± > t}| dt ≤
∫ ∞

0

P ({u± > t},Ω) dt(7.5)

=

∫ ∞

0

∫
∂M{u±>t}∩Ω

dHn−1(x) dt =

∫
Ω

|∇u±|dx.

Hence, (7.3) follows. In particular, (7.3) tells us that V 1L1(Ω) ⊂ L1(Ω). Inequality (7.2) is a
consequence of (7.3) and of the fact that∥∥∥∥u− 1

|Ω|

∫
Ω

u dx

∥∥∥∥
L1(Ω)

≤ 2∥u−med(u)∥L1(Ω)

for every u ∈ L1(Ω).

Under (7.1), an assumption which will always be kept in force hereafter, V 1X(Ω) is a Banach
space, equipped with the norm

∥u∥V 1X(Ω) = ∥u∥L1(Ω) + ∥∇u∥X(Ω).

We also de�ne the subspace V 1
⊥X(Ω) of V 1X(Ω) as

V 1
⊥X(Ω) =

{
u ∈ V 1X(Ω) :

∫
Ω

u dx = 0,

}
.

The gradient rearrangement inequality contained in Theorem 6.6 enables one to reduce the
problem of Sobolev embeddings of V 1X(Ω) into Y (Ω), for any r.i. spaces X(Ω) and Y (Ω), and
of corresponding Sobolev-Poincaré type inequalities, to one-dimensional inequalities for a Hardy
type operator.

This reduction principle depends only on a lower bound for the isoperimetric function IΩ of Ω
in terms of some other non-decreasing function I : [0, 1] → [0,∞); precisely, on the existence of a
positive constant c such that

(7.6) IΩ(s) ≥ cI(cs) for s ∈ [0, |Ω|
2
].

In the light of assumption (7.1), we shall require that

(7.7) inf
t∈(0,|Ω|)

I(t)

t
> 0.

Theorem 7.2 [Reduction principle in V 1X(Ω)] [CP1] Assume that Ω ful�ls (7.6) for some
function I satisfying (7.7). Let ∥ · ∥X(0,|Ω|) and ∥ · ∥Y (0,|Ω|) be rearrangement-invariant function
norms. If there exists a constant C1 such that

(7.8)

∥∥∥∥∥
∫ |Ω|

t

f(s)

I(s)
ds

∥∥∥∥∥
Y (0,|Ω|)

≤ C1 ∥f∥X(0,|Ω|)

for every nonnegative f ∈ X(0, |Ω|), then

(7.9) V 1X(Ω) → Y (Ω),
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and there exists a constant C2 such that

(7.10) ∥u∥Y (Ω) ≤ C2 ∥∇u∥X(Ω)

for every u ∈ V 1
⊥X(Ω).

The Sobolev embedding (7.9) (or the Poincaré inequality (7.10)) and inequality (7.8) (with
I ≈ IΩ) are actually equivalent in customary families of domains Ω. Loosely speaking, this is the
case whenever the geometry of Ω allows for the construction of a family of trial functions u in
(7.9) or (7.10) characterized by the following properties:
(i) the level sets of u are isoperimetric (or almost isoperimetric) in Ω;
(ii) |∇u| is constant (or almost constant) on the boundary of the level sets of u.

A basic case when this situation occurs is when Ω is a Lipschitz domain, or, more generally, a
John domain.
Recall that a bounded open set Ω in Rn is called a John domain if there exist a constant c ∈ (0, 1)
and a point x0 ∈ Ω such that for every x ∈ Ω there exists a recti�able curve ϖ : [0, l] → Ω,
parameterized by arclength, such that ϖ(0) = x, ϖ(l) = x0, and

dist (ϖ(r), ∂Ω) ≥ cr for r ∈ [0, l].

Then we have what follows.

Theorem 7.3 [Reduction principle for John domains] Assume that Ω is a John domain in
Rn. Let ∥ · ∥X(0,|Ω|) and ∥ · ∥Y (0,|Ω|) be rearrangement-invariant function norms. Then the following
assertions are equivalent.
(i) The Hardy type inequality

(7.11)

∥∥∥∥∥
∫ |Ω|

t

f(s)s−
1
n′ ds

∥∥∥∥∥
Y (0,|Ω|)

≤ C1 ∥f∥X(0,|Ω|)

holds for some constant C1, and for every nonnegative f ∈ X(0, |Ω|).
(ii) The Sobolev embedding

(7.12) V 1X(Ω) → Y (Ω)

holds.
(iii) The Poincaré inequality

(7.13) ∥u∥Y (Ω) ≤ C2 ∥∇u∥X(Ω)

holds for some constant C2 and every u ∈ V 1
⊥X(Ω).

Proof, sketched. One can show that

IΩ(s) ≈ s
1
n′ for s near 0,

for any John domain. Thus, by Theorem 7.2, the Hardy inequality (7.11) implies the Sobolev
emebdding (7.12) and the Poincaré inequality (7.13). The converse implications follow on choosing
radially decreasing (compactly supported) functions in Ω.
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Given a rearrangement-invariant function norm ∥ · ∥X(0,|Ω|), we de�ne ∥ · ∥XJohn(0,|Ω|) as the
rearrangement-invariant function norm whose associate function norm is given by

(7.14) ∥f∥X′
John(0,|Ω|) =

∥∥∥∥s− 1
n′

∫ s

0

f ∗(r)dr

∥∥∥∥
X′(0,|Ω|)

for f ∈ M+(0, |Ω|). The function norm ∥·∥XJohn(0,|Ω|) is optimal, as a target, for Sobolev embeddings

of V 1X(Ω).

Theorem 7.4 [Optimal target for John domains] Let Ω and ∥·∥X(0,|Ω|) be as in Theorem 7.3.
Then the functional ∥ · ∥X′

John(0,|Ω|), given by (7.14), is a rearrangement-invariant function norm,
whose associate norm ∥ · ∥XJohn(0,|Ω|) satis�es

(7.15) V 1X(Ω) → XJohn(Ω),

and

(7.16) ∥u∥XJohn(Ω) ≤ C ∥∇u∥X(Ω)

for some constant C and every u ∈ V 1
⊥X(Ω).

Moreover, the function norm ∥·∥XJohn(0,|Ω|) is optimal in (7.15) and (7.16) among all rearrangement-
invariant norms.

Proof. Owing to Theorem 7.3, inequality (7.16) holds if (and only if)

(7.17)

∥∥∥∥∥
∫ |Ω|

t

f(s)s−
1
n′ ds

∥∥∥∥∥
XJohn(0,|Ω|)

≤ C ∥f∥X(0,|Ω|)

for some constant C, and for every nonnegative f ∈ X(0, |Ω|). By the very de�nition of the
associate norm and by Fubini's theorem, we have that

sup
∥f∥X(0,|Ω|)≤1

∥∥∥∥∥
∫ |Ω|

t

f(s)s−
1
n′ ds

∥∥∥∥∥
XJohn(0,|Ω|)

(7.18)

= sup
∥f∥X(0,|Ω|)≤1

sup
∥g∥X′

John
(0,|Ω|)≤1

∫ |Ω|

0

g∗(t)

∫ |Ω|

t

f(s)s−
1
n′ ds dt

= sup
∥g∥X′

John
(0,|Ω|)≤1

sup
∥f∥X(0,|Ω|)≤1

∫ |Ω|

0

f(s)s−
1
n′

∫ s

0

g∗(t)dt ds

= sup
∥g∥X′

John
(0,|Ω|)≤1

∥∥∥∥s− 1
n′

∫ s

0

g∗(t)dt

∥∥∥∥
X′(0,|Ω|)

= sup
∥g∥X′

John
(0,|Ω|)≤1

∥g∥X′
John(0,|Ω|) = 1.

Hence, (7.17) follows.
It remains to show that the function norm ∥ · ∥XJohn(0,|Ω|) is optimal in (7.17). To this pur-

pose, suppose that∥ · ∥Y (0,|Ω|) is another r.i. function norm such that (7.15), or (7.16), holds. By
Theorem 7.3 again, this is equivalent to

(7.19)

∥∥∥∥∥
∫ |Ω|

t

f(s)s−
1
n′ ds

∥∥∥∥∥
Y (0,|Ω|)

≤ C ∥f∥X(0,|Ω|)
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for some constant C, and for every nonnegative f ∈ X(0, |Ω|). Via a chain analogous to (7.18),
one can deduce from this inequality that∥∥∥∥s− 1

n′

∫ s

0

g∗(t)dt

∥∥∥∥
X′(0,|Ω|)

≤ C ∥g∥Y ′(0,|Ω|)

for every g ∈ Y ′(0, |Ω|). The last inequality is equivalent to the embedding Y ′(0, |Ω|) → X ′
John(0, |Ω|),

which is in turn equivalent to XJohn(0, |Ω|) → Y (0, |Ω|). This shows the optimality of XJohn(0, |Ω|).

We conclude this Section by presenting a few Sobolev embeddings on a John domain Ω (in
particular, a Lipschitz domain), which can be established via Theorem 7.3 or Theorem 7.4.

Classical Sobolev embeddings [So, Ga, Ni, Po, Tr, Yu]. Let 1 ≤ p ≤ ∞. Then

(7.20) V 1Lp(Ω) →


L

np
n−p (Ω) if 1 ≤ p < n,

expLn
′
(Ω) if p = n,

L∞(Ω) if p > n.

Embeddings for Lorentz-Sobolev spaces [On, Pe, BW, Han]. Assume that either p ∈ (1,∞]
and q ∈ [1,∞], or p = 1 and q = 1. Then

(7.21) V 1Lp,q(Ω) →


L

np
n−p

,q(Ω) if 1 ≤ p < n and q ∈ [1,∞],

L∞,q;−1(Ω) if p = n and q > 1,

L∞(Ω) if either p = n and q = 1, or .p > n.

Here, L∞,q;−1(Ω) denotes the Lorentz-Zygmund space associated with the r.i. function norm given
by

(7.22) ∥f∥
L∞,q(logL)−1(0,|Ω|)

= ∥s−
1
q (1 + log 1

s
)−1f ∗(s)∥

Lq(0,|Ω|)

for ∈ M+(0, |Ω|).
The target spaces in (7.21) are optimal among all r.i. spaces.

Embeddings for Orlicz-Sobolev spaces [Ci2, Ci3]. Let A be a Young function. We may
assume, without loss of generality, that

(7.23)

∫
0

(
t

A(t)

) 1
n−1

dt <∞.

Indeed, by (2.9), the function A can be modi�ed near 0, if necessary, in such a way that (7.23) is
ful�lled, and the space V 1LA(Ω) is unchanged (up to equivalent norms).

If the integral

(7.24)

∫ ∞ (
t

A(t)

) 1
n−1

dt

diverges, we de�ne the function H : [0,∞) → [0,∞) as

(7.25) H(s) =

(∫ s

0

(
t

A(t)

) 1
n−1

dt

) 1
n′

for s ≥ 0,
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and the Young function An as

(7.26) An(t) = A(H−1(t)) for t ≥ 0.

Then

(7.27) V 1LA(Ω) →

{
LAn(Ω) if the integral (7.24) diverges,

L∞(Ω) if the integral (7.24) converges.

Moreover, the target spaces in (7.27) are optimal among all Orlicz spaces.
The optimal targets for V 1LA(Ω) among all rearrangement-invariant spaces can also be char-

acterized.

8 Higher-order Sobolev embeddings

Let Ω be an open subset of Rn, and let m ∈ N. We de�ne the m-th order Sobolev space V mX(Ω)
as

(8.1) V mX(Ω) =
{
u : u is m-times weakly di�erentiable in Ω, and |∇mu| ∈ X(Ω)

}
.

Here,∇mu denotes the vector of allm-th order weak derivatives of u. We shall also denote∇0u = u.
Let us notice that in the de�nition of V mX(Ω) it is only required that the derivatives of the highest
order m of u belong to X(Ω). As already observed in the case when m = 1, this assumption does
not entail, in general, that also u and its derivatives up to the order m− 1 belong to X(Ω), and
even to L1(Ω).
Analogously to the case when m = 1, if Ω has �nite measure and satis�es

(8.2) IΩ(s) ≥ Cs for s ∈ [0, |Ω|
2
],

then V mX(Ω) is a Banach space, equipped with the norm

(8.3) ∥u∥VmX(Ω) =
m−1∑
k=0

∥∇ku∥L1(Ω) + ∥∇mu∥X(Ω).

Under (8.2), we also de�ne the subspace V m
⊥ X(Ω) of V mX(Ω) as

(8.4) V m
⊥ X(Ω) =

{
u ∈ V mX(Ω) :

∫
Ω

∇ku dx = 0, for k = 0, . . . ,m− 1

}
.

A reduction principle for higher-order Sobolev embeddings and Poincaré type inequalities holds
in the spirit of Theorem 7.2.
As in the �rst-order case, this reduction principle depends only on (7.6), namely on the existence
of a non-decreasing function I : [0, 1] → [0,∞) and of a positive constant c such that

(8.5) IΩ(s) ≥ cI(cs) for s ∈ [0, |Ω|
2
].

In view of assumption (8.2), we assume that I ful�ls (8.2), i.e.

(8.6) inf
t∈(0,|Ω|)

I(t)

t
> 0.

In the remaining part of this Section, we assume that Ω is connected and has �nite measure.
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Theorem 8.1 [Higher-order reduction principle] [CPS] Assume that Ω ful�ls (8.5) for some
non-decreasing function I satisfying (8.6). Let m ∈ N, and let ∥ · ∥X(0,|Ω|) and ∥ · ∥Y (0,|Ω|) be
rearrangement-invariant function norms. If there exists a constant C1 such that

(8.7)

∥∥∥∥∥
∫ 1

t

f(s)

I(s)

(∫ s

t

dr

I(r)

)m−1

ds

∥∥∥∥∥
Y (0,|Ω|)

≤ C1 ∥f∥X(0,|Ω|)

for every nonnegative f ∈ X(0, |Ω|), then

(8.8) V mX(Ω) → Y (Ω),

and there exists a constant C2 such that

(8.9) ∥u∥Y (Ω) ≤ C2 ∥∇mu∥X(Ω)

for every u ∈ V m
⊥ X(Ω).

Remark 8.2 Under the assumptions of Theorem 8.1, the Sobolev embedding (8.8) and the
Poincaré inequality (8.9) can be shown to be equivalent. On the other hand, as in the �rst-order
case, properties (8.7) and (8.8) (or (8.9)) need not be equivalent on an arbitrary (typically very
irregular) domain. However, heuristically speaking, properties (8.7), (8.8) and (8.9) turn out to be
equivalent for m > 1 on the same domains Ω as for m = 1. Such equivalence certainly holds in any
customary, non-pathological situation, such as, for instance, on John domains, and, in particular,
on Lipschitz domains.

Remark 8.3 A reduction theorem in the spirit of Theorem 8.1, concerning the compactness of
embeddings of the form (8.8), is established in [Sl].

Now we are in a position to characterize the optimal rearrangement-invariant target space in
the Sobolev embedding (8.8), at least in the situation discussed in Remark 8.2. Such an optimal
space is the one associated with the rearrangement-invariant function norm ∥ · ∥Xm,I(0,|Ω|), whose
associate norm is de�ned as

(8.10) ∥f∥X′
m,I(0,|Ω|) =

∥∥∥∥∥ 1

I(s)

∫ s

0

(∫ s

t

dr

I(r)

)m−1

f ∗(t)dt

∥∥∥∥∥
X′(0,|Ω|)

for f ∈ M+(0, |Ω|).

Theorem 8.4 [Optimal higher-order target] Assume that Ω, m, I and ∥ · ∥X(0,|Ω|) are as in
Theorem 8.1. Then the functional ∥ · ∥X′

m,I(0,|Ω|), given by (8.10), is a rearrangement-invariant

function norm, whose associate norm ∥ · ∥Xm,I(0,|Ω|) satis�es

(8.11) V mX(Ω) → Xm,I(Ω),

and there exists a constant C such that

(8.12) ∥u∥Xm,I(Ω) ≤ C ∥∇mu∥X(Ω)

for every u ∈ V m
⊥ X(Ω).

Moreover, if Ω is such that (8.8) (or equivalently (8.9)) implies (8.7), and hence (8.7), (8.8) and
(8.9) are equivalent, then the function norm ∥ · ∥Xm,I(0,|Ω|) is optimal in (8.11) and (8.12) among
all rearrangement-invariant norms.
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An important special case of Theorems 8.1 and 8.4 is enucleated in the following corollary.

Corollary 8.5 [Sobolev embeddings into L∞] Assume that Ω, m, I and ∥ · ∥X(0,|Ω|) are as in
Theorem 8.1. If

(8.13)

∥∥∥∥ 1

I(s)

(∫ s

0

dr

I(r)

)m−1∥∥∥∥
X′(0,|Ω|)

<∞ ,

then

(8.14) V mX(Ω) → L∞(Ω),

and there exists a constant C such that

(8.15) ∥u∥L∞(Ω) ≤ C ∥∇mu∥X(Ω)

for every u ∈ V m
⊥ X(Ω).

Moreover, if Ω is such that (8.8) (or equivalently (8.9)) implies (8.7), and hence (8.7), (8.8) and
(8.9) are equivalent, then (8.13) is necessary for (8.14) or (8.15) to hold.

Remark 8.6 If Ω is such that (8.8) (eqiv. (8.9)) implies (8.7), and hence (8.7), (8.8) and (8.9)
are equivalent, then (8.14) cannot hold, whatever ∥ · ∥X(0,|Ω|) is, if I decays so fast at 0 that∫

0

dr

I(r)
= ∞.

Our last main result concerns the preservation of optimality in targets among all rearrangement-
invariant spaces under iteration of Sobolev embeddings of arbitrary order.

Theorem 8.7 [Iteration principle] [CPS] Assume that Ω, I and ∥ · ∥X(0,|Ω|) are as in Theo-
rem 8.1. Let k, h ∈ N. Then

(8.16) (Xk,I)h,I(Ω) = Xk+h,I(Ω),

up to equivalent norms.

We now specialize the reduction principle to a few instances.
We begin with the reduction theorem for John domains.

Theorem 8.8 [Reduction principle for John domains] [CPS] Let n ∈ N, n ≥ 2, and let
m ∈ N. Assume that Ω is a John domain in Rn. Let ∥ · ∥X(0,|Ω|) and ∥ · ∥Y (0,|Ω|) be rearrangement-
invariant function norms. Then the following assertions are equivalent.
(i) The Hardy type inequality

(8.17)

∥∥∥∥∫ 1

t

f(s)s−1+m
n ds

∥∥∥∥
Y (0,|Ω|)

≤ C1 ∥f∥X(0,|Ω|)

holds for some constant C1, and for every nonnegative f ∈ X(0, |Ω|).
(ii) The Sobolev embedding

(8.18) V mX(Ω) → Y (Ω)

holds.
(iii) The Poincaré inequality

(8.19) ∥u∥Y (Ω) ≤ C2 ∥∇mu∥X(Ω)

holds for some constant C2 and every u ∈ V m
⊥ X(Ω).
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Versions of the above results also hold in a domain Ω in Rn, n ≥ 1, equipped with a �nite
measure ν, which is absolutely continuous with respect to the Lebesgue measure and enjoys some
mild properties. A classical instance is that of the Gauss space, corresponding to the case when
Ω = Rn endowed with the probability measure

dγn(x) = (2π)−
n
2 e−

|x|2
2 dx.

The Gauss measure of a set E ⊂ Rn is thus given by

γn(E) = (2π)−
n
2

∫
E

e−
|x|2
2 dx ,

and the Gaussian perimeter by

Pγn(E) = (2π)−
n
2

∫
∂ME

e−
|x|2
2 dHn−1(x).

The isoperimetric function IRn,γn : [0, 1] → [0,∞] in Gauss space is accordingly de�ned as

(8.20) I(Rn,γn)(s) = inf
{
Pγn(E) : E ⊂ Rn, s ≤ γn(E) ≤ 1

2

}
if s ∈ [0, 1

2
],

and I(Rn,γn)(s) = I(Rn,γn)(1− s) if s ∈ (1
2
, 1]. The isoperimetric inequality in (Rn, γn) then reads

(8.21) Pγn(E) ≥ I(Rn,γn)(γn(E)),

where E is any measurable subset of Rn. The isoperimetric theorem in Gauss space tells us that
equality holds in (8.21) if (and only if) E is equivalent to a half-space in Rn . In other words,
half-spaces minimize Gaussian perimeter among all subsets of Rn of prescribed Gauss measure.
In particular, one has that

(8.22) I(Rn,γn)(s) ≈ s
√
log 2

s
for s ∈ (0, 1

2
].

Given m ∈ N and a rearrangement-invariant space X(Rn, γn), we de�ne the m-th order Gaussian
Sobolev space V mX(Rn, γn) as

V mX(Rn, γn) =
{
u : u is m-times weakly di�erentiable in Rn, and |∇mu| ∈ X(Rn, γn)

}
.

One has that V mX(Rn, γn) ⊂ L1(Rn, γn) for every rearrangement-invariant space X(Rn, γn), and
hence the subspace

V m
⊥ X(Rn, γn) =

{
u ∈ V mX(Rn, γn) :

∫
Rn

∇ku dγn = 0, for k = 0, . . . ,m− 1

}
is well de�ned.
However, one may have

V mX(Rn, γn) * X(Rn, γn)

in general. This is the case, for example, when X(Rn, γn) = L∞(Rn, γn), or when X(Rn, γn) =
expLβ(Rn, γn) for some β > 0.

The �rst-order reduction principle in Gauss space reads as follows.
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Theorem 8.9 [First-order reduction principle in Gauss space] [CP1] Let n ∈ N, and let
∥ · ∥X(0,1) and ∥ · ∥Y (0,1) be rearrangement-invariant function norms. Then the following facts are
equivalent.
(i) The inequality

(8.23)

∥∥∥∥∥∥
∫ 1

s

f(r)

r
√
log 2

r

dr

∥∥∥∥∥∥
Y (0,1)

≤ C1 ∥f∥X(0,1)

holds for some constant C1, and for every nonnegative f ∈ X(0, 1).
(ii) The embedding

(8.24) V 1X(Rn, γn) → Y (Rn, γn)

holds.
(iii) The Poincaré inequality

(8.25) ∥u∥Y (Rn,γn)
≤ C2 ∥∇u∥X(Rn,γn)

holds for some constant C2, and for every u ∈ V 1
⊥X(Rn, γn).

A standard Gaussian Sobolev embedding in V 1,p(Rn, γn) tell us that, if 1 ≤ p <∞, then

(8.26) V 1,p(Rn, γn) → Lp(logL)
p
2 (Rn, γn).

In the limiting case when p = ∞, one has that

(8.27) V 1,∞(Rn, γn) → expL2(Rn, γn).

Note that there is a loss in the degree of integrability between �rst-order derivatives of a function
and the function itself in the last embedding. Such a loss also appears in embeddings for exponential
type Gaussian Sobolev spaces. Indeed, if 0 < β <∞, then

(8.28) V 1 expLβ(Rn, γn) → expL
2β
2+β (Rn, γn).

Embeddings (8.26)�(8.28) can be established via the reduction principle contained in Theorem
8.9, which also ensures the optimality of the targets spaces among all r.i. spaces.

Specialization of (a suitably generalized version of) Theorem 8.1 to the case of Gauss space
easily leads to the following reduction principle for Gaussian Sobolev embeddings of any order.

Theorem 8.10 [Higher-order Reduction principle in Gauss space] [CPS] Let n ∈ N,
m ∈ N, and let ∥ · ∥X(0,1) and ∥ · ∥Y (0,1) be rearrangement-invariant function norms. Then the
following facts are equivalent.
(i) The inequality ∥∥∥∥∥ 1(

log 2
s

)m
2

∫ 1

s

f(r)

r

(
log

r

s

)m−1

dr

∥∥∥∥∥
Y (0,1)

≤ C1 ∥f∥X(0,1)

holds for some constant C1, and for every nonnegative f ∈ X(0, 1).
(ii) The embedding

V mX(Rn, γn) → Y (Rn, γn)

holds.
(iii) The Poincaré inequality

∥u∥Y (Rn,γn)
≤ C2 ∥∇mu∥X(Rn,γn)

holds for some constant C2, and for every u ∈ V m
⊥ X(Rn, γn).
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A characterization of the optimal target r.i. spaces in arbitrary-order Gaussian Sobolev spaces
can be provided. Moreover, a sharp iteration principle, in the spirit of Theorem 8.7, for the optimal
r.i. target spaces holds in Gaussian Sobolev embeddings.

9 Sobolev trace embeddings

In the present section we assume that Ω is a bounded domain with the cone condition in Rn,
n ≥ 2. Under this assumption, one can show that

(9.1) V mX(Ω) = WmX(Ω),

for every rearrangement-invariant space X(Ω), where

WmX(Ω) = {u ∈ X(Ω) : u is m times weakly di�erentiable in Ω

and |∇ku| ∈ X(Ω) for k = 0, . . . ,m} .

This follows as a special case of [CPS, Proposition 4.5].
When X(Ω) = Lp(Ω), we denote WmLp(Ω) simply by Wm,p(Ω), as usual.
Given any d ∈ N such that 1 ≤ d ≤ n, we call Ωd the (non empty) intersection of Ω with a
d-dimensional a�ne subspace of Rn.
If

(9.2) d ≥ n−m,

then a linear trace operator

(9.3) Tr : Wm,1(Ω) → L1(Ωd)

is classically well de�ned at any function inWm,1(Ω) via approximation by smooth functions. Here,
L1(Ωd) stands for a Lebesgue space on Ωd with respect to the d-dimensional Hausdor� measure
Hd. When d = n, one has that Ωn = Ω, and Tr is the identity operator.

In what follows we present a reduction theorem for Sobolev trace embeddings of the form

(9.4) Tru : WmX(Ω) → Y (Ωd),

and for corresponding Poincaré trace inequalities. Here, X(Ω) and Y (Ωd) are rearrangement-
invariant spaces, and d,m, n are subject to (9.2).
An ensuing characterization of the optimal target Y (Ωd) in (9.4), and a related sharp iteration
principle will also be stated.
Let us preliminarily comment on assumption (9.2). Since X(Ω) → L1(Ω) for any rearrangement-
invariant space, provided that Ω has �nite measure, one has that WmX(Ω) → Wm,1(Ω) for any
m ∈ N and any such space X(Ω). Thus, by (9.3), under assumption (9.2) the trace operator Tr
is certainly well de�ned from WmX(Ω) into L1(Ωd) (at least), whatever m ∈ N and X(Ω) are.
On the other hand, dropping this assumption (in the case when m < n) would exclude Sobolev
type spaces built upon rearrangement-invariant spaces X(Ω) endowed with a too weak norm, for
instance L1(Ω). Since we are not going to impose any restriction on the rearrangement-invariant
space X(Ω), condition (9.2) has to be kept in force throughout.
The reduction principle for trace embeddings reads as follows.
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Theorem 9.1 [Reduction principle for trace embeddings] [CP2] Let Ω be a bounded open
set with the cone property in Rn, n ≥ 2. Assume that m ∈ N and d ∈ N are such that 1 ≤ d ≤ n
and d ≥ n−m, and let ∥ · ∥X(0,1) and ∥ · ∥Y (0,1) be rearrangement-invariant function norms. Then
the following facts are equivalent.
(i) The Sobolev trace embedding

(9.5) Tr : WmX(Ω) → Y (Ωd)

holds.
(ii) The Poincaré trace inequality

(9.6) ∥Tru∥Y (Ωd)
≤ C1 ∥∇mu∥X(Ω)

holds for some constant C1, and for every u ∈ Wm
⊥ X(Ω).

(iii) The inequality

(9.7)

∥∥∥∥∫ 1

t
n
d

f(s) s−1+m
n ds

∥∥∥∥
Y (0,1)

≤ C2 ∥f∥X(0,1)

holds for some constant C2 and for every nonnegative f ∈ X(0, 1).

Remark 9.2 The statement of Theorem 9.1 is uninteresting in the case when m ≥ n, since then
assertions (i)�(iii) hold for any rearrangement-invariant norms ∥ · ∥X(0,1) and ∥ · ∥Y (0,1).

Theorem 9.1 is the key step in a description of the optimal target space in (9.4).
Given n,m, d ∈ N such that 1 ≤ d ≤ n and d ≥ n −m, we call ∥ · ∥Xm

d,n(0,1)
the rearrangement-

invariant function norm whose associate function norm is given by

(9.8) ∥f∥(Xm
d,n)

′(0,1) =

∥∥∥∥s−1+m
n

∫ s
d
n

0

f ∗(r)dr

∥∥∥∥
X′(0,1)

for every f ∈ M+(0, 1).

Theorem 9.3 [Optimal target spaces for trace embeddings] [CP2] Let Ω be a bounded
open set with the cone property in Rn, n ≥ 2. Assume that m ∈ N and d ∈ N are such that
1 ≤ d ≤ n and d ≥ n − m, and let ∥ · ∥X(0,1) be a rearrangement-invariant function norm. Let
∥ · ∥Xm

d,n(0,1)
be the rearrangement-invariant function norm obeying (9.8). Then

(9.9) Tr : WmX(Ω) → Xm
d,n(Ωd).

Moreover, the space Xm
d,n(Ωd) is optimal in (9.9) among all rearrangement-invariant spaces.

An important special case of Theorem 9.3 is enucleated in the following corollary, which pro-
vides us with a characterization of the Sobolev spaces WmX(Ω) which are mapped into L∞(Ωd)
by the trace operator.

Corollary 9.4 [Trace embeddings into L∞] Let n, d,m, Ω, and ∥·∥X(0,1) be as in Theorem 9.3.
Then the following facts are equivalent:

(9.10) Tr : WmX(Ω) → L∞(Ωd);

(9.11) Xm
d,n(Ωd) = L∞(Ωd);

(9.12) ∥s−1+m
n ∥X′(0,1) <∞.

In particular, (9.10) and (9.11) hold for any rearrangement invariant function norm ∥ · ∥X(0,1),
provided that m ≥ n.
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A proof of Theorem 9.1 makes use of a two-step iteration method, which relies on the char-
acterization of the optimal rearrangement-invariant target space in (arbitrary-order) Sobolev em-
beddings in the whole of Ω described in Section 8, and on a characterization of the optimal
rearrangement-invariant target space in trace embeddings in a special case, namely on hyper-
planes. The latter is just a special case of Theorem 9.3 corresponding to d = n − 1, and follows
from the special case of Theorem 9.1, which amounts to the following statement.

Theorem 9.5 Let Ω be a bounded open set with the cone property in Rn, n ≥ 2, and let ∥ · ∥X(0,1)

and ∥ · ∥Y (0,1) be rearrangement-invariant function norms. Then the Sobolev trace embedding

(9.13) Tr : W 1X(Ω) → Y (Ωn−1)

holds if and only if the Hardy type inequality

(9.14)

∥∥∥∥∫ 1

t
n

n−1

f(s) s−1+ 1
n ds

∥∥∥∥
Y (0,1)

≤ C ∥f∥X(0,1)

holds for some constant C and for every nonnegative function f ∈ X(0, 1).

A proof of Theorem 9.5 is based on an interpolation argument which makes use of Peetre's
K-functional.

Remark 9.6 A version of Theorem 9.5 holds with Ωn−1 replaced with ∂Ω, and the trace operator
on Ωn−1 replaced with the trace operator on ∂Ω � see [CKP, Theorem 3.1].

A remarkable feature of the approach to Theorem 9.1 outlined above is that any composition
of Sobolev and/or trace embedding, involving an optimal rearrangement-invariant target space,
results in a Sobolev trace embedding whose target is still optimal among all rearrangement-
invariant spaces. This sharp iteration principle is the subject of the next theorem.

Theorem 9.7 [Sharp iteration principle for trace embeddings] [CP2] Let Ω be an open
set with the cone property in Rn, n ≥ 2. Let k, h, d, ℓ ∈ N be such that 1 ≤ d ≤ ℓ ≤ n, ℓ ≥ n − k
and d ≥ ℓ− h. Assume that Ωd ⊂ Ωℓ. Let ∥ · ∥X(0,1) be a rearrangement-invariant function norm.
Then

(9.15) (Xk
ℓ,n)

h
d,ℓ(Ωd) = Xk+h

d,n (Ωd).

Let us now discuss some Sobolev trace embeddings for concrete spaces which can be derived
from the results of this section.
Theorem 9.3 , and its Corollary 9.4, enable us to recover standard trace embeddings for Wm,p(Ω),
for every m ∈ N and p ≥ 1, which tell us that

(9.16) Tr : Wm,p(Ω) →


L

pd
n−mp (Ωd) if m < n and p ∈ [1, n

m
),

expL
n

n−m (Ωd) if m < n and p = n
m
,

L∞(Ωd) otherwise.

Equation (9.16) collects classical embedding theorems due to Gagliardo [Ga] (1 ≤ p < n
m

or
p > n

m
), Nirenberg [Ni] (p = 1, d = n), Sobolev [So] (d = n, and 1 < p < n

m
or p > n

m
), Pohozaev

[Po], Trudinger [Tr], Yudovich [Yu] (d = n, p = n
m
), Adams [Ad], Maz'ya [Ma2] (p = n

m
).
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More interestingly, a specialization of Theorem 9.3 yields an improvement of the �rst two trace
embeddings in (9.16), which tells us that, if m < n, then

(9.17) Tr : Wm,p(Ω) →

{
L

pd
n−mp

,p(Ωd) if p ∈ [1, n
m
),

L∞, n
m
;−1(Ωd) if p = n

m
.

Observe that (9.17) actually strengthens the �rst two embeddings in (9.16), since L
pd

n−mp
,p(Ωd) $

L
pd

n−mp (Ωd) (unless p = 1 and d = n−m, in which case the two spaces coincide), and L∞, n
m
;−1(Ωd) $

expL
n

n−m (Ωd). Moreover, the target spaces in (9.17) are optimal among all rearrangement-invariant
spaces.
The trace embeddings in (9.17) are, in turn, a special instance of the following theorem, dealing
with optimal trace embeddings for Lorentz-Sobolev spaces.

Theorem 9.8 [Optimal trace embeddings in Lorentz-Sobolev spaces] [CP2] Let n, d,
m, and Ω be as in Theorem 9.3. Assume that either p ∈ (1,∞) and q ∈ [1,∞], or p = q = 1, or
p = q = ∞. Then

(9.18) Tr : WmLp,q(Ω) →


L

pd
n−mp

,q(Ωd) if m < n and p ∈ [1, n
m
),

L∞,q;−1(Ωd) if m < n, p = n
m

and q > 1,

L∞(Ωd) otherwise.

Moreover, the target spaces in (9.18) are optimal among all rearrangement-invariant spaces on
Ωd.

We next focus on trace embeddings for Orlicz-Sobolev spaces. Let n,m, d ∈ N be as in the
statement of Theorem 9.3. Let A be a Young function, and let m < n. We may assume, without
loss of generality, that

(9.19)

∫
0

(
t

A(t)

) m
n−m

dt <∞.

Indeed, A can be replaced, if necessary, by a Young function equivalent near in�nity, which ren-
ders (9.19) true, such replacement leaving the Orlicz-Sobolev space WmLA(Ω) unchanged (up to
equivalent norms).
If m < n, and the integral

(9.20)

∫ ∞ (
t

A(t)

) m
n−m

dt

diverges, de�ne the function Hm : [0,∞) → [0,∞) as

(9.21) Hm(s) =

(∫ s

0

(
t

A(t)

) m
n−m

dt

)n−m
n

for s ≥ 0,

and the Young function Am,d by

(9.22) Am,d(t) =

∫ H−1
m (t)

0

(
A(s)

s

) d−m
n−m

Hm(s)
d−n
n−mds for t ≥ 0.

The following result provides us with an optimal Orlicz target in Orlicz-Sobolev trace em-
beddings. Its proof rests on Theorem 9.1, and on a Hardy type inequality in Orlicz spaces [Ci4,
Theorem 3.5].
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Theorem 9.9 [Orlicz-Sobolev trace embedding with optimal Orlicz target] [CP2] Let
n, d, m, and Ω be as in Theorem 9.3. Let A be a Young function ful�lling (9.19). Then
(9.23)

Tr : WmLA(Ω) →

{
LAm,d(Ωd) if m < n, and the integral (9.20) diverges,

L∞(Ωd) if either m ≥ n, or m < n and the integral (9.20) converges.

Moreover, the target spaces in (9.23) are optimal among all Orlicz spaces.

In the examples below, we present applications of Theorem 9.9 to a couple of customary
instances of Orlicz-Sobolev spaces.

Example 9.10 Assume that either p > 1 and α ∈ R, or p = 1 and α ≥ 0. An application of
Theorem 9.9 yields
(9.24)

Tr : WmLp(logL)α(Ω) →


L

pd
n−mp (logL)

αd
n−mp (Ωd) if 1 ≤ p < n

m

expL
n

n−m−αm (Ωd) if p = n
m

and α < n−m
m

exp expL
n

n−m (Ωd) if p = n
m

and α = n−m
m

L∞(Ωd) if either p = n
m

and α > n−m
m

, or p > n
m
,

all the range spaces being optimal in the class of Orlicz spaces.

Example 9.11 Assume that p and α are as in Example 9.10. Then, one can obtain from Theorem
9.9 that

(9.25) Tr : WmLp(log logL)α(Ω) →


L

pd
n−mp (log logL)

αd
n−mp if 1 ≤ p < n

m
,

exp
(
L

n
n−m (logL)

αm
n−m

)
(Ωd) if p = n

m
,

L∞(Ωd) if p > n
m
.

Moreover, the range spaces are sharp in the framework of Orlicz spaces on Ωd.

We conclude by pointing out that, although the target space in the �rst embedding in Theorem
9.9 is optimal in the framework of Orlicz spaces, it can be improved if the class of admissible
target is enlarged to include all rearrangement-invariant spaces. It turns out that the optimal
rearrangement-invariant target space in the �rst case of (9.23) is an Orlicz-Lorentz space, which
can be explicitly exhibited. We refer the reader to [CP2] for this result.
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